Association Rule Discovery for Customer Relationship Management Using Genetic Algorithm
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Abstract—Today, development of internet causes a fast growth of internet shops and retailers and makes them as a main marketing channel. This kind of marketing generates a numerous transaction and data which are potentially valuable. Using data mining is an alternative to discover frequent patterns and association rules from datasets. In this paper, we use datamining techniques for discovering frequent customers’ buying patterns from a Customer Relationship Management database. There are lots of algorithms for this purpose, such as Apriori and FP-Growth. However, they may not have efficient performance when the data is big, therefore various meta-heuristic methods can be an alternative. In this paper we first excerpt loyal customers by using RFM criterion to face more reliable answers and create relevant dataset. Then association rules are discovered using proposed genetic algorithm. The results showed that our proposed approach is more efficient and have some distinction in compare with other methods mentioned in this research.
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I. INTRODUCTION

Internet technology has led to many competitive advantages and it makes customers to search various services and products to satisfy their requirements in less time. Customers purchase through the internet from online shops which are a main market channel. After 2002, many online shops appeared and each of them had its own features. The appearance of this shops leads to reduce costs for services and products [1]. These online shops generate plenty of data which known as customer knowledge. Extracting information and pattern recognition from this knowledge is useful and increases profitability for these online shops. In this area, one important challenge is knowledge management and here we are concerned about the term customer relationship management which is a kind of information system that makes organizations able to collect and store customer’s data [2]. To utilize this information system, usually data mining techniques, which are one of the main cores of knowledge discovery, are used [3]. An important topic which is widely used in data mining is association rules. Association rule mining is a method for discovering interesting relations between variables in large databases. These rules are used to discover the relations between data in a dataset. Formally, these rules are used to analysis shopping cart.

For this purpose, some algorithms such as Apriori and FP-Growth are presented which are applicable in binary databases. To prepare the database, each initial record should alternate to binary representation which called item. However usually, those algorithms are efficient enough but in some situations, they may be sluggish to attain the answer. Therefore, numerous heuristic and meta-heuristic algorithms are proposed in previous literatures. Various meta-heuristic algorithms such as Ant-Colony, Particle Swarm and Genetic algorithms are presented for solving this problem [4-8]. These algorithms provide efficient answers in less time and they are usually useful where obtaining the answer is not binomial. In this research, we use genetic algorithm to discover association rules on a customer relationship management dataset. But we concentrate on CRM database and its features.

The rest of this paper is as follows. Section (II), explains related works. Implementation details of the proposed method are presented in Section (III). Finally, results will conclude in Section (IV).

II. RELATED WORK

In this section, we briefly explain previous researches and works done in this area. Data mining was first introduced in 1990 and later appeared as a powerful tool to discover unknown patterns from huge datasets [9-11]. Data mining can be divide into three main categories as clustering, classifications and association rules mining. Recently, association rules and especially discovering frequent patterns has attracted more and more attention among data mining techniques.

There are a lot of literatures that used association rules mining to solve a problem. Wang et al., used association rules to analyze dataset of sequence corrosion in chemical process [12]. They introduced a new fuzzy method to discover association rules and sequence corrosion as well. Parkinson et al., utilize association rules in order to study and monitor authentication in system files [13]. Their approach consisted of two phases, analysis the NTFS to discover access allowance and utilizing association rules to detect illegal accesses. In another research, Ivancevic et al. detected risk factors for early childhood caries [14]. They created a dataset include of %10 of children aged less than 7 years old in Serbia and detected risk factors by using association rules. Kargarfard et al., used a
combination of classification and association rules in a dataset consist of seven thousand records, to detect influenza disease [15]. They believed that combining classification algorithms and association rules can lead to development of decision support and expert systems.

In some other researches, authors have tried to use meta-heuristic algorithms for mining association rules. Martin et al., presented a new meta heuristic method based on genetic algorithm named NICGAR which refers to Niching Genetic Algorithm [16]. Their method achieves more rules in less time. Cheng et al., proposed a method to discover useful knowledge from past history and defects for construction managers [17]. Their approach utilized genetic algorithm and after experiment, results showed rational relationship between discovered factors and existed defects. Kuo and Shih used Ant Colony System for discovering association rules from a healthcare insurance dataset of Taiwan. They put some multi-dimensional constraint on this big dataset. Their results showed that their proposed method have better performance in compare to Apriori algorithm [6]. Bhagra et al. used Biogeography-Based Optimization (BBO) algorithm for association rule mining. They had changed migration part of this algorithm and their result showed a good performance [18], Kou et al. used Particle Swarm Optimization (PSO) algorithm for association rule mining. The tested their proposed model on dataset from Microsoft and compared it to Genetic algorithm. Their results showed that their proposed algorithm obtain better discovered rules in compare with Genetic algorithm [19]. Djenouri et al., combined Artificial Bee Colony optimization algorithm and Tabu Search for mining association rules. They called their algorithm as HBO-TS in which Artificial Bee Colony was used for creating diversity and Tabu Search to search fast. Their results showed that although this method had some difficulties in parameters settings, but it can create good rules in an acceptable time [20].

III. PROPOSED METHOD

In this section, we explain our approach. This method consists of two main phases. The first phase is, pre-processing data, which dedicates the way to collect and prepare data and the second phase which explains the proposed genetic algorithm and its implementation.

A. Creating binary dataset

In this study the main challenge is accessing online shop’s data and especially a binary dataset that it’s not easily possible and therefore in this paper we used a transactional database of an online shop at (http://www.community.tableau.com) and then convert it to a binary database which is explained further (in subsection D). This database consists of 8400 transactions of 795 customers about their buying information in an online shop.

B. Collect and prepare data

For the aim of crating the binary dataset, below steps should be done:

• **Seeking dataset:** as mentioned formerly, the data are collected from “http://www.community.tableau.com”. This dataset is transactional and since association rule mining algorithms require binary dataset, so collected dataset should be changed to binary.

• **Preparing data:** because of high data value in databases, they may have lots of uncorrected and inconsistent data. And this can effect on data mining results. So a preprocessing phase includes filtering and data reduction should be done first. This process is done to clean noisy data, remove outliers, detect important and effective features in order to reduce the volume of data and so on.

• **Creating dataset according to customers:** as mentioned before, the dataset is transactional and it have more than 8400 transactions from 795 customers. But as this dataset is sparse, we created a dataset in which transaction of each customer is merged as a single record. So the final dataset in this step is a dataset with 795 rows (number of customers).

C. Identifying loyal customers

To get better results, customers’ value is computed as a parameter and then loyal customers are detected based on this parameter. Therefore a process of identifying loyal customers should be done. For this aim, let’s extract RFM measurement first. RFM is a criterion for identifying customers’ value. It stands for Regency, Frequency and Monetary, i.e. how recently did the customer purchase, how often do they purchase and how much do they spend. After that a binary dataset is created. R, F and M are computed as shown in equation 1-4:

\[
R = \frac{(R - R_{\text{min}})}{R_{\text{max}} - R_{\text{min}}}
\]

\[
F = \frac{\text{NumberOfTransactions} - \text{NumberOfTransactions}_{\text{min}}}{\text{NumberOfTransactions}_{\text{max}} - \text{NumberOfTransactions}_{\text{min}}}
\]

\[
M = \frac{(Sales - Sales_{\text{min}})}{Sales_{\text{max}} - Sales_{\text{min}}}
\]

Then, RFM customer value is calculated as below:

\[
RFM = \frac{(R + F + M)}{3}
\]

Finally, a column for the criterion RFM is added for each customer in the database.

• **Extracting loyal customers:** for extracting loyal customers, first we order customers according to RFM value. Then we split dataset into two parts using a threshold. The upper part includes loyal customers and lower consist the others. The threshold is obtained by trial and error, i.e. We change this threshold several time and we use Neural Network classifier to test the correctness of this threshold. After several thresholds
and classifying we found the best threshold for identifying loyal customers.

D. Creating binary dataset

As said formerly, we need to convert this transactional database to a binary database. For this aim, we use SQL commands in SQL Server. In this way, since we faced numerous items (products), so we put a row for each product category which is initialized with ‘true’ (i.e. the customer had bought an item) or ‘false’ (i.e. the customer did not bought an item).

E. Collecting results

In the final step, the created data in previous steps is collected and the existed binary database is ready to be discovered by the proposed genetic algorithm which is explained in detail in next section.

IV. IMPLEMENTATION THE PROPOSED METHOD USING GENETIC ALGORITHM

We used genetic algorithm (GA) for mining association rules from the prepared database. The genetic algorithm is a heuristic (sometimes called metaheuristic) which utilized to solve optimization problems by using approaches inspired from nature. This algorithm works as below:

1. **Begin**
2. **Choose initial population**
3. **Repeat**
4. Evaluate the individual fitness of a certain proportion of the population
5. Select pairs of best-ranking individuals to reproduce
6. Apply crossover operator
7. Apply mutation operator
8. until terminating condition
9. **End**

Here every chromosome is defined as a row of this database. So a population or a chromosome consists of a binary array of items which consists of ‘One’ (i.e. the customer purchased that item) and ‘Zero’ (i.e. the customer didn’t purchase that item).

Therefore, first we need to create an initial population for genetic algorithm which is done by using the Apriori algorithm. We define objective function as ‘Support’; ‘Support’ is defined as the proportion of transactions in the database which contains corresponding item-set. Also termination condition is obtained as several iterations. The proposed genetic algorithm is shown in Fig. 1

Our model is implemented using MATLAB software, version 2015b, by a classical computer with 4x300 Gigahertz CPU and 32 GB ram equipped.

Results shows that genetic algorithm is more useful and faster in discovering association rules in a transactional database and it also reach the answer in less repetition. It obtains better answers in compare with other algorithms like Apriori and FP-Growth. We have compared our model with FP-Growth, Apriori an BBO meta-heuristic algorithm. As we can see in the Fig 2.a, GA created better rules than BBO and FP-Growth, but it couldn’t conquer Apriori. Time consumption for creating model using Apriori FP-Growth algorithms is very low and GA time consumption is better than BBO (Fig 2.b). Although both FP-Growth and Apriori algorithms are successful in some situations, but they use a lot of memory. According to this experiment, our method has a good performance in compare with BBO, Apriori and FP-Growth.
V. CONCLUSION

In this paper we utilized Genetic Algorithm, for the purpose of mining association rules from the prepared database. We defined every chromosome as a row of this database. Results showed that genetic algorithm is more useful and faster in discovering association rules in a transactional database. In addition genetic algorithm reaches the answer in less repetition and it obtains better answers in compare with other algorithms like Apriori and FP-Growth. We have compared our model with FP-Growth, Apriori an BBO meta-heuristic algorithm. Genetic algorithm created better rules in compare with BBO and FP-Growth, but it couldn’t conquer Apriori. Time consumption for creating model using Apriori FP-Growth algorithms is very low and GA time consumption is better than BBO Although FP-Growth and Apriori algorithms are successful in some situations, but they use a lot of memory. Based on this experiment, our method showed better performance in compare with BBO, Apriori and FP-Growth.
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